REGULATING CYBER-RACISM
GAIL MASON" AND NATALIE CZAPSKI'

Cyber-racism and other forms of cyber-bullying have become an increasing part of the
internet mainstream, with 35% of Australian internet users witnessing such behaviour
online. Cyber-racism poses a double challenge for effective regulation: a lack of consensus
on how to define unacceptable expressions of racism; and the novel and unprecedented
ways in which racism can flourish on the internet. The regulation of racism on the
internet sits at the crossroads of different legal domains, but there has never been a
comprehensive evaluation of these channels. This article examines the current legal and
regulatory terrain around cyber-racism in Australia. This analysis exposes a gap in the
capacity of current regulatory mechanisms to provide a prompt, efficient and enforceable
system for responding to harmful online content of a racial nature. Drawing on recent
legislative developments in tackling harmful content online, we consider the potential
benefits and limitations of key elements of a civil penalties scheme to fill the gap in the
present regulatory environment. We argue for a multifaceted approach, which encom-
passes enforcement mechanisms to target both perpetrators and intermediaries once in-
platform avenues are exhausted. Through our proposal, we can strengthen the arsenal of

tools we have to deal with cyber-racism.
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I INTRODUCTION

When retailer David Jones appointed Aboriginal Australian Adam Goodes as
a brand ambassador in October 2015, they were perhaps unprepared for the
deluge of online animosity that flooded their Facebook page.! Goodes, a
retired Australian Football League (‘AFL’) player, had already been the target
of racist remarks on the field. It could be suggested that much of the online
abuse was deemed too repugnant to be published by the commentators who
documented the incident.* While there is nothing new about public expres-
sions of racial hostility, the comments directed at Goodes provide one
illustration of the proliferation of such hostility through online means.

Much has been written in Australia about the regulation of offline vilifica-
tion based on race, colour, national or ethnic origin and religion.> We know
far less about how the law tackles online vilification. This article examines the
current state of regulation in Australia as it relates to ‘cyber-racism, specifical-
ly legal, quasi-legal and self-regulatory regimes.

We begin, in Part II, by arguing that cyber-racism presents a double chal-
lenge for regulation. First is the difficulty of defining racism itself, including
the absence of consensus about where the boundary lies between tolerable
and intolerable racial speech as well as the lack of a clear demarcation
between speech based on race, ethnicity, nationality, religion and the like.
Second is the challenge of policing the digital environment. New technologies
enable and expand the avenues for racial vilification, raising distinct problems
of dissemination, anonymity and enforcement. In Australia, the regulation of
racism on the internet sits at the crossroads of several different legal domains.

1 [eesha McKenny, ‘David Jones Flooded with Abuse after Adam Goodes Announced as
Ambassador, The Sydney Morning Herald (Sydney, 19 October 2015) <www.smh.com.au/
business/retail/david-jones-flooded-with-abuse-after-adam-goodes-announced-as-
ambassador-20151018-gkcacz.html>, archived at <https://perma.cc/4X3G-QR78>.

See, eg, Lucy Mae Beers, ““I Will Not Spend Another Cent There”: David Jones Facebook
Page Inundated with Racist Abuse after Retail Giant Appoints Adam Goodes Brand Ambas-
sador, Daily Mail Australia (Sydney, 19 October 2015) <www.dailymail.co.uk/news/article-
3278693/David-Jones-Facebook-page-inundated-racist-abuse-boycott-threats-appoints-
Adam-Goodes-ambassador.html>.

See, eg, Luke McNamara, Regulating Racism: Racial Vilification Laws in Australia (Institute of
Criminology, 2002); Katharine Gelber and Adrienne Stone (eds), Hate Speech and Freedom of
Speech in Australia (Federation Press, 2007); Margaret Thornton and Trish Luker, “The Spec-
tral Ground: Religious Belief Discrimination’ (2009) 9 Macquarie Law Journal 71; Katharine
Gelber and Luke McNamara, ‘Private Litigation to Address a Public Wrong: A Study of Aus-
tralia’s Regulatory Response to “Hate Speech™ (2014) 33 Civil Justice Quarterly 307.
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There has never been a comprehensive evaluation of these channels. For this
reason, our focus in this article is more squarely on this second challenge.

Part III examines the current legal and regulatory terrain in relation to
cyber-racism in Australia, with reference to vilification laws and attendant
conciliation schemes, the criminal law, the Broadcasting Services Act 1992
(Cth) (‘BSA’) and the new Commonwealth cyber-bullying legislation, as well
as intermediary* terms of service and codes of conduct. Despite the available
spectrum of civil, criminal and voluntary avenues, we conclude in Part IV that
there is a significant gap in the regulatory environment in Australia. There is
no comprehensive system for expressly denouncing and remedying the harm
of cyber-racism by offering an efficient and accountable process for removing
harmful material, backed by a mechanism of enforcement.

Keeping debates around freedom of speech and freedom from racism
firmly in mind,” in Part V we draw out key elements of the recent civil
penalties scheme for cyber-bullying in Australia® to explore the utility of this
approach for addressing cyber-racism. We conclude that the range of views
about how to define and respond to racist speech is best recognised through a
multi-pronged approach that places greater regulatory responsibility on
internet intermediaries, while also offering aggrieved parties effective and
enforceable avenues for confronting speech they find intolerable.

II THE DOUBLE CHALLENGE OF CYBER-RACISM
A Defining Racism and Racist Speech

There is evidence that racism is a significant problem in Australia, both offline
and online. In 2016, 20% of Australians experienced discrimination based
on ‘skin colour, ethnic origin or religion, nearly a third of those ‘about once

4 Danielle Citron and Helen Norton use the term ‘intermediary’ to refer to ‘private entities that
host or index online content, such as Google, Facebook, YouTube and Twitter. We will adopt
this term throughout this article: see Danielle Keats Citron and Helen Norton, ‘Intermediar-
ies and Hate Speech: Fostering Digital Citizenship for Our Information Age’ (2011) 91 Boston
University Law Review 1435, 1438-9.

See, eg, Peter Wertheim, ‘Freedom and Social Cohesion: A Law that Protects Both’ (Confer-
ence Paper, 40 Years of the Racial Discrimination Act 1975 (Cth) Conference, 19-20 February
2015) <www.humanrights.gov.au/our-work/race-discrimination/publications/perspectives-
racial-discrimination-act-papers-40-years>, archived at <https://perma.cc/4PQU-7HZS>.

6 Enhancing Online Safety Act 2015 (Cth).
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a month’ or ‘most weeks in the year’” On the basis of surveys conducted
over the past three decades, the Scanlon Foundation concluded in 2014 that
the ‘core level of intolerance in Australia ... [amounted to nearly] 10% of
the population’®

A preliminary complexity in crafting a legal response to racism is the ques-
tion of how to define it. The absence of a universally accepted definition
should come as no surprise given that racial categories themselves are social
constructs without firm empirical foundation.® Still, the concept of race is
employed in contemporary policy and legal instruments to designate per-
ceived differences between groups of people based on physical and social
characteristics, such as skin colour, ethnicity and national origin.'® It follows
that racism has come to be used as an umbrella term to refer to a combination
of values, attitudes and behaviours that exclude people from society on the
basis of their race, ethnicity, cultural practices, national origins, indigeneity
and, in some instances, religious beliefs.'!

Andrew Markus, Mapping Social Cohesion (Scanlon Foundation Surveys, 2016) 25-6. This
was up from 15% in 2015, 18% in 2014, 19% in 2013, and well above the 9% reported by the
Scanlon Foundation in 2007: Andrew Markus, Mapping Social Cohesion (Scanlon Foundation
Surveys, 2014) 3, 19 (2014 Survey’); Andrew Markus, Mapping Social Cohesion (Scanlon
Foundation Surveys, 2015) 23. See also Kevin Dunn et al, ‘Cities of Race Hatred? The Spheres
of Racism and Anti-Racism in Contemporary Australian Cities’ (2009) 1(1) Cosmopolitan
Civil Societies Journal 1, 1.

8 Markus, 2014 Survey (n 7) 58.

9 Robert Miles and Malcolm Brown, Racism (Routledge, 2" ed, 2003); Yin C Paradies,
‘Defining, Conceptualizing and Characterizing Racism in Health Research’ (2006) 16 Critical
Public Health 143, 144.

10" OSCE Office for Democratic Institutions and Human Rights and the International Associa-

tion of Prosecutors, Prosecuting Hate Crimes (Practical Guide, 2014) 29, 30. Many contempo-
rary definitions of race include ethnicity which, in turn, denotes characteristics that include
‘religion, culture, geographical origin, history and language’: at 30. The definition of racial
discrimination also includes reference to ‘race, colour, descent or national or ethnic origin’:
International Convention on the Elimination of All Forms of Racial Discrimination, opened for
signature 21 December 1965, 660 UNTS 212 (entered into force 4 January 1969) art 1; Racial
Discrimination Act 1975 (Cth) s 9 (‘RDA’).

See Y Paradies et al, Building on Our Strengths: A Framework to Reduce Racial Discrimination
and Promote Diversity in Victoria (Report, 2009) 7 <http://ro.uow.edu.au/scipapers/4674/>,
archived at <https://perma.cc/92CT-BESZ>; Andrew Jakubowicz, ‘Hunting for the Snark and
Finding the Boojum: Building Community Resilience against Race Hate Cyber Swarms’
(Conference Paper, 40 Years of the Racial Discrimination Act 1975 (Cth) Conference, 19-20
February 2015) 105, 106-8 <www.humanrights.gov.au/our-work/race-discrimination/
publications/perspectives-racial-discrimination-act-papers-40-years>, archived at <https://

11
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Racist speech, whether through language, images or symbols, is a tangible
manifestation of racism. Its regulation is said to be justified on the grounds
that it causes significant individual harm to the recipient’s sense of dignity,
wellbeing and safety,'” as well as group harm to the target community who
may interpret such expressions as a sign of intolerance and victimisation.'
Racism is also said to embody a moral failure to treat others equally, decently
and fairly.!* Its regulation stands as a public denunciation of attitudes
that undermine the values of multiculturalism and equality implicit in
liberal democracies."”® This violation of shared values makes racist speech a
‘public wrong'¢

This understanding of racist speech belies two further complexities. First is
the application of the term ‘racism’ to expressions of bias towards intersecting
characteristics, such as ethnicity, language, nationality, tribal linkages,
immigration status or religion. Without downplaying the distinct aetiologies
of different forms of prejudice, the line between these bases of discrimination
can be porous.”” For example, Arab Australians report that discrimination
directed towards them may be based on the assumption that they are Mus-

perma.cc/Z8A8-9LD5>. Although legislators tend to prefer to use the term ‘racial’ over
‘racism, Goodall argues that ‘racial’ implies the same moral fault inherent in ‘racism’
Kay Goodall, ‘Conceptualising “Racism” in Criminal Law’ (2013) 33 Legal Studies 215, 218,
232,234.

Paradies et al (n 11) 36. See also Gabrielle Berman and Yin Paradies, ‘Racism, Disadvantage
and Multiculturalism: Towards Effective Anti-Racist Praxis’ (2010) 33 Ethnic and Racial
Studies 214, 215-18.

See Sentencing Advisory Council, Sentencing for Offences Motivated by Hatred or Prejudice
(Report of Advice, July 2009) 1 [A.4], quoting Manitoba Department of Justice, Policy Di-
rective: Hate Motivated Crime (Guideline No 2:HAT:1, June 2008) 5 <www.gov.mb.ca/
justice/prosecutions/pubs/hate_crimes.pdf>, archived at <https://perma.cc/YF4Z-FAGW>.

12

13

14 im Soutphommasane, ‘Racism is a Moral Issue’ (Speech, Society of Australasian Social

Psychologists Conference, 11 April 2014) <www.humanrights.gov.au/news/speeches/racism-
moral-issue>, archived at <https://perma.cc/YV4C-T8YT>.

15 See Frederick M Lawrence, ‘Enforcing Bias-Crime Laws without Bias: Evaluating the

Disproportionate-Enforcement Critique’ (2003) 66(3) Law and Contemporary Problems 49,
51. See also Paradies et al (n 11) 45-6.

16 Gelber and McNamara, ‘Private Litigation to Address a Public Wrong’ (n 3) 309.

17 Thornton and Luker (n 3) 91. The authors point out that perceptions about the acceptability

of speech are also shaped by differences in the degree to which a particular attribute is said to
be innate or chosen.
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lim,'® creating a ‘blurred line between race and religion for victims of rac-
ism’”® With some exceptions, the weight of Australian and international
authority gives a fairly broad interpretation to the concept of race as one that
should be ‘used in a popular sense’ rather than restricted to biological tests.?’
We revisit the legal technicalities of this issue in more detail later in this article
but suffice to say here that the concept of racist speech that we employ in this
article is comparably broad. It avoids the historical inaccuracy of rigid
biological accounts of race by encompassing categories of speech that bleed
into more ‘popular’ interpretations of racism, including those based on ethno-
religion, skin colour, language, culture and national origin.

Second is the difficulty of drawing a distinction between racial speech that
warrants prohibition and that which does not or, to put this in another way,
the question of how to strike a balance between freedom of expression and
protection from racist speech.?! Liberal democracies have taken a variety of
nuanced approaches, which are grounded in different historical, political and
institutional contexts.”? At one end of the spectrum is the United States, which
has bucked the postwar trend towards limiting freedom of expression to

18 Human Rights and Equal Opportunity Commission, Ismag — Listen: National Consultations

on Eliminating Prejudice against Arab and Muslim Australians (Report, 2003) 45
<www.humanrights.gov.au/our-work/race-discrimination/projects/isma-listen-national-
consultations-eliminating-prejudice>, archived at <https://perma.cc/YOKZ-65T2>. See gen-
erally Thornton and Luker (n 3) 91.

Kate Eastman, ‘Mere Definition? Blurred Lines? The Intersection of Race, Religion and the
Racial Discrimination Act 1975 (Cth)’ (Conference Paper, 40 Years of the Racial Discrimina-
tion Act 1975 (Cth) Conference, 19-20 February 2015) 147 <www.humanrights.gov.au/our-
work/race-discrimination/publications/perspectives-racial-discrimination-act-papers-40-
years>, archived at <https://perma.cc/2D46-4RQL>. While Jews have been recognised as an
ethnic group and covered by the RDA, Muslims have not. See also Thornton and Luker
(n3)79.

King-Ansell v Police [1979] 2 NZLR 531, 542 (Richardson J). See also Ealing London Borough
Council v Race Relations Board [1972] AC 342, 362 (Lord Simon); Williams v Tandanya
Cultural Centre (2001) 163 FLR 203, 209 [21].

Australian Human Rights Commission (‘AHRC’), ‘Human Rights in Cyberspace’ (Back-
ground Paper, September 2013) 14-15. See generally Erik Bleich, The Freedom to Be Racist?
How the United States and Europe Struggle to Preserve Freedom and Combat Racism (Oxford
University Press, 2011).

19

20

21

22 Bleich (n 21). Erik Bleich draws upon examples from a number of jurisdictions, including the

United States, Denmark, Germany, France and the United Kingdom to demonstrate the
nuanced approaches and challenges associated with regulating racist speech.
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protect minority groups by penalising racist speech.?® Although not without
limits, the United States has extensively entrenched protections around the
freedom to express offensive and provocative speech, underwritten by
interpretation given to the First Amendment.?* In contrast, European jurisdic-
tions have slowly but consistently expanded human rights protection through
restrictions on the expression of racist views over the past few decades.”® This
is exemplified by France, which takes a strong legislative approach, and has
had a number of high profile prosecutions for racist speech in recent years.?
Australia has racial vilification laws in place in almost every jurisdiction®
but there continues to be a divergence of views about where to set the legal
threshold between acceptable and unacceptable speech.?® Recently, this debate
was reignited with the establishment of a Parliamentary Inquiry into Freedom
of Speech in Australia. This examined, amongst other things, the operation of
s 18C of the Racial Discrimination Act 1975 (Cth) (‘RDA’).? 1t is unlikely that

23 Ibid 6-7. Notably, however, Bleich points out that although racists in the United States are
‘free to think and say almost anything, such freedom ends as soon as racists ‘act upon their
beliefs, noting that the US has some of the most prolific legislation around discrimination
and hate crime: at 7.

Ibid 62-3. See Citron and Norton (n 4) 1438-9; Andre Oboler and Karen Connelly, ‘Hate
Speech: A Quality of Service Challenge’ (Conference Paper, IEEE Conference on e-Learning,
e-Management and e-Services (IC3e), 10-12 December 2014) 118.

Bleich (n 21) 17.

Ibid 17, 29. Examples of this include French former film star Brigitte Bardot, who has been
convicted five times on charges of inciting racial hatred: at 17. See also ‘Ex-Film Star Bardot
Gets Fifth Racism Conviction, Reuters India (Mumbai, 3 June 2008) <http://in.
reuters.com/article/idINIndia-33883520080603>, archived at <https://perma.cc/EHW8-
H4E7>. Marine Le Pen, leader of the French far right National Front Party, was acquitted of
racial hatred charges in December 2015: see Noemie Bisserbe, ‘Marine Le Pen Acquitted of
Inciting Racial Hatred, The Wall Street Journal (New York City, 15 December 2015)
<www.wsj.com/articles/marine-le-pen-acquitted-of-inciting-racial-hatred-1450193282>.

24

25
26

27 The Northern Territory is the only Australian jurisdiction without racial vilification laws: see

Thornton and Luker (n 3) 84.

28 For example, although the bulk of submissions to the 2014 Commonwealth Attorney-

General’s consultation on proposed amendments to s 18C of the RDA were in favour of the
existing laws, a minority of views were in favour of change: see Jakubowicz (n 11) 106-8.
Section 18C of the RDA makes it a civil wrong for a person ‘to do an act, otherwise than in
private, ... [which is] reasonably likely, in all the circumstances, to offend, insult, humiliate
or intimidate another person or a group on the basis of their ‘race, colour or national or
ethnic origin’

29 George Brandis, ‘Parliamentary Inquiry into Freedom of Speech’ (Media Release, 8

November 2016) <www.attorneygeneral.gov.au/Mediareleases/Pages/2016/FourthQuarter/
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any legal standard will completely resolve this question which, as we discuss
below, calls for a combination of legal and non-legal responses. It is notable,
however, that a 2014 Nielsen survey shows that 88% of Australians believe it
should be unlawful to offend, insult or humiliate others on the basis of race.*
This support amongst the Australian public for formal regulation is testament
to law’s importance in adjudicating a path between the differences of opinion
that surround state-based sanctions of racial speech.

B Defining Cyber-Racism

Law’s role in regulating race-based speech now extends to the virtual world.
In its early days, some scholars imagined the internet as the ultimate space of
democratisation,® where individuals could escape from racial markers and
racism.** And yet, far from being a colour-blind space, expressions of race
(both positive and negative) have only proliferated online*® ‘Web 2.0’
technologies, such as Facebook and Twitter, video-sharing platform YouTube,
and various blogging and community platforms produce vast amounts of
user-generated content, providing new avenues for the dissemination of racial

Parliamentary-inquiry-into-freedom-of-speech.aspx>, archived at <https://perma.cc/U5BG-
9BL5>. This inquiry follows the Federal Court dismissing a case against three Queensland
University of Technology students: see Jane Norman, ‘18C Inquiry on the Cards as Malcolm
Turnbull Softens Position on Amending Racial Discrimination Act, ABC News (Sydney,
8 November 2016) <www.abc.net.au/news/2016-11-07/18c-inquiry-on-the-cards-malcolm-
turnbull-confirms/8001292>, archived at <https://perma.cc/74FH-6F34>. The Committee
reported to Parliament on 28 February 2017: Parliamentary Joint Committee on Human
Rights, Inquiry into the Operation of Part IIA of the Racial Discrimination Act 1975 (Cth) and
Related Procedures under the Australian Human Rights Commission Act 1986 (Cth) (Inquiry
Report, 28 February 2017).

‘Overwhelming Majority Reject Change to Racial Vilification Law}, Australian Human Rights
Commission (Web Page, 14 April 2014) <www.humanrights.gov.au/news/stories/
overwhelming-majority-reject-change-racial-vilification-law>, archived at <https://perma.cc/
8GD2-DGBS>.

Citron and Norton (n 4) 1443-6.

Henry Jenkins, ‘Cyberspace and Race: The Color-Blind Web, MIT Technology Review
(Cambridge, Massachussetts, 1 April 2002) <www.technologyreview.com/article/401404/
cyberspace-and-race/>, archived at <https://perma.cc/Q7HB-LFAS>; Lisa Nakamura and
Peter A Chow-White, ‘Introduction: Race and Digital Technology” in Lisa Nakamura and
Peter A Chow-White (eds), Race after the Internet (Routledge, 2012) 1, 17; Jessie Daniels,
‘Race and Racism in Internet Studies: A Review and Critique’ (2013) 15 New Media and
Society 695, 695.

Nakamura and Chow-White (n 32) 5; Daniels (n 32).

30

31
32

33
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commentary.** Facebook, for example, has over 1 billion daily active users,*
and YouTube has over 1 billion users.*

Cyber-racism refers to racism that manifests in this online world. It in-
cludes words, images and symbols posted on social media services,”” online
games, forums, messaging services and dedicated ‘hate sites’*® Cyber-racism
includes a wide spectrum of conduct in terms of seriousness and specificity,
ranging from, for example, racist material disguised as ‘humour™ to direct
threats and incitements to violence targeting specific individuals or groups on
the basis of race.*’

Adopting a broad understanding of the concept of racism, recent research
shows that nearly 35% of Australian internet users have witnessed cyber-

34 Yaman Akdeniz, Racism on the Internet (Council of Europe Publishing, 2009) 14; Abraham H
Foxman and Christopher Wolf, Viral Hate: Containing its Spread on the Internet (Palgrave
Macmillan, 2013) 11.

‘Company Info: Stats, Facebook Newsroom (Web Page, 2017) <http://newsroom.fb.com/
company-info/>, archived at <https://perma.cc/97LN-5TSM>.

35

36 YouTube by the Numbers, YouTube for Press (Website, 2017) <www.youtube.com/

yt/press/statistics.html>, archived at <https://perma.cc/3YFZ-GBLX>. YouTube users also

extensively comment on uploaded videos, generating a further mass of online content.

37 'Ihis article will use the term ‘social media services/platforms’ widely to include ‘technologies

that enable the production and sharing of digital content in mediated social settings, where
users can interact with others and share material: Danielle Keats Citron, ‘Fulfilling Govern-
ment 2.0s Promise with Robust Privacy Protections’ (2010) 78 George Washington Law
Review 822, 824 n 12; Citron and Norton (n 4) 1439 n 22. Note also the broad definition of
‘social media service’ adopted by the Enhancing Online Safety Act 2015 (Cth) s 9(1).

38 Brendesha M Tynes et al, ‘Online Racial Discrimination and the Protective Function of

Ethnic Identity and Self-Esteem for African American Adolescents’ (2012) 48 Developmental
Psychology 343, 344. Tynes et al and some others include text-messaging services within their
definition of online platforms through which racism may be perpetrated. This is acknowl-
edged, but is not a focus of the present article. See also Imran Awan, Tslamophobia and
Twitter: A Typology of Online Hate against Muslims on Social Media' (2014) 6 Policy and
Internet 133, 134, 139.

Simon Weaver, ‘Jokes, Rhetoric and Embodied Racism: A Rhetorical Discourse Analysis of
the Logics of Racist Jokes on the Internet’ (2011) 11 Ethnicities 413, 431. Weaver argues that
‘humour can act as a form of racist rhetoric for serious racism and thus should not always be
seen as “just a joke” or fundamentally harmless.

39

40 The barrage of hate directed at Australian Muslim and activist lawyer Mariam Veiszadeh is

a prominent recent example of this: Kim Stephens, ‘Mariam Veiszadeh Now the Target of
US Anti-Islam Site, The Queensland Times (Ipswich, Queensland, 25 February 2015)
<www.qt.com.au/news/mariam-veiszadeh-now-target-us-anti-islam-site/2555598/>,
archived at <https://perma.cc/RE95-TD4U>.
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racism.*! The main targets are Indigenous Australians, Middle Eastern people,
Africans, Muslims and Jews.*? In recent years, a substantial proportion of
racial hatred complaints to the Australian Human Rights Commission
(‘AHRC’) have concerned internet material, peaking in 2012-13 with 41% of
complaints about conduct online.** The US-based Simon Wiesenthal Center
reported over 14,000 ‘hate speech’ websites in 2012, and the number of
extremist websites appears to be on the rise.** Although there is relatively
limited evidence on how racism online affects its targets, it is apparent that,
like racism in the offline world, online racism can negatively affect self-esteem
and produce feelings of anger, frustration and hopelessness.*” It is also related
to higher levels of depression and anxiety.*® Whilst some persons who engage
in cyber-racism are members of extremist groups, many others are ‘ordinary’
Australian citizens expressing prejudicial views.*

41 Karen Connelly, ‘Understanding Cyber-Racism and Building Community Resilience,
Australian Mosaic (Australian Capital Territory, December 2015) 43.

42 'This is demonstrated by preliminary results (unpublished) from the ‘Encounters’ stream of

the ARC Cyber-Racism and Community Resilience project, of which the current research is
a part. The Encounters stream surveyed 2,141 participants through two online MyOpinion
panels, targeting the general population as well as groups significantly at risk of racism: see
Kevin Dunn, Yin Paradies and Rosalie Atie, Preliminary Result: Cyber Racism and Communi-
ty Resilience the Survey (Research Report, 28-29 May 2014) 3.

The percentage of racial hatred complaints categorised under the sub-area ‘Internet —
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Cyber-racism presents its own specific regulatory challenges. Material
posted online is ubiquitous and relatively permanent. Information can be
disseminated instantaneously, continuously and globally, reaching far greater
audiences than practicable in the offline world.*® Moreover, when material is
published online, it remains ‘““cached” or stored, and can potentially be
accessed via search engines, and easily duplicated.*” The removal of harmful
content from a platform does not guarantee its erasure from cyberspace. This
has led some to describe cyber-hate as a ‘permanent disfigurement on
members of the targeted group.™

The online world connects people with real or imagined communities of
others who share their viewpoints. This adds credibility to those who already
harbour discriminatory views.*! It emboldens users to express racist views and
makes them less willing to compromise.® This can fuel a ‘mob-like’ approach
to harassment of victims.®® Of course, the vast amounts of information
gathered online can help enforcement by making it easier to identify some
perpetrators.> However, the use of ‘anonymous’ profiles and pseudonyms,

Irene Moss and Ron Castan, Racist Violence: Report of the National Inquiry into Racist Vio-
lence in Australia (Report, 27 March 1991) 374-5.

New Zealand Law Commission, ‘Harmful Digital Communications: The Adequacy of the
Current Sanctions and Remedies’ (Ministerial Briefing Paper, August 2012) 10; AHRC,
‘Human Rights in Cyberspace’ (n 21) 16. Australian courts have commented on a number of
occasions on the ubiquity and accessibility of internet material and the difficulties this poses
for the administration of justice: see, eg, General Television Corporation Pty Ltd v DPP (Vic)
(2008) 19 VR 68, 88 [70].
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48

49

>0 Citron and Norton (n 4) 1452, citing Jeremy Waldron, ‘Dignity and Defamation: The

Visibility of Hate’ (2010) 123 Harvard Law Review 1597, 1601, 1610.

Larry Keller, ‘Experts Discuss the Role of Race Propaganda after White Massachusetts Man
Kills Two African Immigrants [2009] (Summer Issue) Intelligence Report
(online) <www.splcenter.org/fighting-hate/intelligence-report/2009/experts-discuss-role-
race-propaganda-after-white-massachusetts-man-kills-two-african>, archived at <https://
perma.cc/ VN8Y-ZDRS>.

See Anne Pedersen, Brian Griffiths and Susan E Watt, ‘Attitudes toward Out-Groups and the
Perception of Consensus: All Feet Do Not Wear One Shoe’ (2008) 18 Journal of Community
and Applied Social Psychology 543, 554.

Danielle Keats Citron, Hate Crimes in Cyberspace (Harvard University Press, 2014) 5.

51

52

53

>4 For example, a chiropractor based in Woy Woy who was recently convicted of posting

abusive and racist comments online about the former Senator Nova Peris was identified
through his Facebook account: see ‘Nova Peris Accepts Apology from Disgraced Chiroprac-
tor Chris Nelson, ABC News (Sydney, 13 July 2016) <www.abc.net.au/news/2016-07-



296 Melbourne University Law Review [Vol 41:284

quite apart from having a disinhibiting effect on perpetrators,” makes it
difficult for victims of hateful conduct to seek informal redress.”® At times,
legal compulsion of internet providers/content hosts has been necessary to
reveal the identities of perpetrators.”’

Further, the internet often bypasses the traditional media gatekeepers that
act as a check on the dissemination of unpalatable viewpoints,*® with content
easily spread without regard for state boundaries. The cross-jurisdictional
nature of online ‘publication’ makes it possible to have an Australian victim,
targeted by a cyber-racist in another country, on a social media platform
hosted by a third company incorporated in a fourth jurisdiction. Dealing with
any one instance of cyber-racism may require coordination between law
enforcement and government agencies from multiple countries as well as
intermediaries such as online host platforms and connectivity providers,
bringing to light legal inconsistencies between jurisdictions.”

13/nova-peris-accepts-chiropractor’s-apology/7627240>, ~archived at <https://perma.cc/
X4CJ-W6YR>.
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204, 207-8.
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C Conclusion: The Double Challenge of Cyber-Racism

In some ways, the online expression of racism is simply an extension of racist
conduct that occurs in the physical world, bringing with it the same challeng-
es and controversies that lie at the core of all anti-racism policy and law.
However, the internet provides unprecedented and novel opportunities for
racism to flourish.®® The sheer volume of material and the speed of its
dissemination to a ‘wider audience than was ever possible before’®! means that
isolated events and commentary can have global effects.? Traditional media
regulations may be easily bypassed under the cover of anonymity and the
unmediated nature of the online environment.

In effect, regulating cyber-racism presents a double challenge: (i) the com-
plex problem of defining illegal speech on the basis of race; and (ii) the
difficulties of policing the internet. In Australia, this first challenge is well
recognised® and it is not the aim of this article to resolve it. Conversely, we do
not have a comprehensive picture of the regulatory channels available in
Australia to respond to racist speech on the internet, or their limitations. The
following section will provide such an overview, examining both legal and
non-legal avenues.

IIT THE CURRENT LEGAL AND REGULATORY TERRAIN
A Federal and State/Territory Racial Vilification Laws
1 Civil Racial Vilification Laws

At the federal level, s 18C of the RDA makes it a civil wrong to do an act
which is ‘reasonably likely, in all the circumstances, to offend, insult, humiliate
or intimidate’ a person or group on the basis of their ‘race, colour or national
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(Melbourne, 27 July 2016) <https://theconversation.com/when-terror-goes-viral-its-up-to-
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or ethnic origin’® The act must be done ‘otherwise than in private,®> which
has been interpreted to include conduct occurring online, such as material
published on a website that ‘is not password protected’®

There is also racial vilification legislation in every state and territory, with
the exception of the Northern Territory, intended to operate concurrently
with Commonwealth laws.”” While most jurisdictions have both civil and
criminal provisions, Tasmania has only a civil prohibition,®® and Western
Australia deals with racial vilification only through the criminal law.* The
state and territory civil laws are largely based upon the NSW vilification
legislation, which, as Rees, Rice and Allen describe, renders it ‘unlawful for a
person, by a public act, to incite hatred towards, serious contempt for, or
severe ridicule of, a person or group of persons on the ground of the race of
the person or members of the group.”® Although the Victorian legislation is
the only one to expressly include the use of the internet or email to publish or
transmit statements or material,”' a ‘public act’ is broadly defined in the NSW
legislation to include ‘any form of communication to the public’’* It has been

64 Part IIA of the RDA, containing this racial vilification law, was implemented in order to give
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interpreted elsewhere to encompass the publication of material online.”* In
other words, racial vilification legislation generally applies to internet content.

There are defences/exceptions to both federal and state/territory civil vilifi-
cation laws, including for certain types of material published reasonably and
in good faith, such as academic publications, and fair and accurate reports on
matters in the public interest.”* The RDA does not operate extraterritorially.”
However, it would appear, given the global nature of the internet, that material
which is uploaded or hosted overseas but can be viewed in Australia would
fall within the bounds of the legislation.”® A similar argument is likely to apply
to state and territory vilification legislation.”

Under federal legislation, the impact of the act is measured objectively
from the perspective of a hypothetical reasonable person in the position of the
applicant or the applicant’s victim group, thereby applying community
standards rather than the subjective views of the complainant.” It is sufficient
to show that a particular subset of a racial group is reasonably likely to be
affected by the conduct.” The conduct in question must cause ‘profound and
serious effects, not to be likened to mere slights’® Conversely, the

73 In Collier v Sunol [2005] NSWADT 261, [33], material involving homosexual vilification
published online, and publicly accessible, constituted a ‘public act under the Anti-
Discrimination Act 1977 (NSW).
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s 73(1); Racial and Religious Tolerance Act 2001 (Vic) s 11. See also AHRC, ‘Cyber Racism
and Community Resilience Project: Civil and Criminal Racial Vilification Provisions’ (Work-
ing Paper, July 2015) 8-10.
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state/territory legislation considers the impact of the conduct on a third party,
not the victim group. There is no need to prove that the respondent intended
to incite or actually did incite anyone, provided that an ordinary member of
the audience to whom it was directed would understand from the respond-
ents conduct that they were being incited towards hatred, serious contempt
for, or severe ridicule of a person or persons, on the grounds of race.®!

The harm threshold is therefore higher in the latter scenario, as the com-
plainant must show that a third party, an ordinary, reasonable member of the
general community rather than a hypothetical reasonable member of the
victim group, could have been incited to feel hatred towards the victim group
as a result of the respondents conduct.®? This is difficult to prove and less
satisfactory for the victim, being divorced from their own personal reactions®
or any assessment of the respondent’s motive or intention in performing the
act.® Incitement is also difficult to satisfy. Although it need not require
evidence of causation, it does carry the connotation of ‘inflame’ or ‘set alight’
and is directed at conduct that is likely to generate strong and negative
passions.® Accordingly, the ability of state/territory vilification laws to
provide effective redress for those who feel aggrieved by speech they interpret
as racist, including on the internet, has been questioned.® There also continue
to be gaps in the coverage afforded to religious vilification under both federal

81 In Catch the Fire Ministries Inc v Islamic Council of Victoria Inc (2006) 15 VR 207, 249 [132],
254-5 [158], Ash